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Signal:

A signal is any physical quantity that carries information, and that varies with time, space, or any other
independent variable or variables. Mathematically, a signal is defined as a function of one or more independent
variables.

1 — Dimensional signals mostly have time as the independent variable. For example,
Eg., S1(t) = 20t?

2 — Dimensional signals have two independent variables. For example, image is a 2 — D signal whose
independent variables are the two spatial coordinates (x,y)

Eg., Sz (t) = 3x + 2xy + 10y?

Video is a 3 — dimensional signal whose independent variables are the two spatial coordinates, (x,y) and time
(t).

Similarly, a 3 — D picture is also a 3 — D signal whose independent variables are the three spatial coordinates
(x,y,2).

Signals S; (t) and S2 (t) belong to a class that are precisely defined by specifying the functional dependence on
the independent variables.

Natural signals like speech signal, ECG, EEG, images, videos, etc. belong to the class which cannot be
described functionally by mathematical expressions.

System

A system is a physical device that performs an operation on a signal. For example, natural signals are generated
by a system that responds to a stimulus or force.

For eg., speech signals are generated by forcing air through the vocal cords. Here, the vocal cord and the vocal
tract constitute the system (also called the vocal cavity). The air is the stimulus.

The stimulus along with the system is called a signal source.

An electronic filter is also a system. Here, the system performs an operation on the signal, which has the effect
of reducing the noise and interference from the desired information — bearing signal.

When the signal is passed through a system, the signal is said to have been processed.

Lrocessing . . . . : .
The operation performed on the signal by the system is called Signal Processing. The system is characterized
by the type of operation that it performs on the signal. For example, if the operation is linear, the system is

called linear system, and so on.



Digital Signal Processing

Digital Signal Processing of signals may consist of a number of mathematical operations as specified by a
software program, in which case, the program represents an implementation of the system in software.
Alternatively, digital processing of signals may also be performed by digital hardware (logic circuits). So, a
digital system can be implemented as a combination of digital hardware and software, each of which performs
its own set of specified operations.

Basic elements of a Digital Signal Processing System

Most of the signals encountered in real world are analog in nature .i.e., the signal value and the independent
variable take on values in a continuous range. Such signals may be processed directly by appropriate analog
systems, in which case, the processing is called analog signal processing. Here, both the input and output
signals are in analog form.

These analog signals can also be processed digitally, in which case, there is a need for an interface between the
analog signal and the Digital Signal Processor. This interface is called the Analog — to — Digital Converter
(ADC), whose output is a digital signal that is appropriate as an input to the digital processor.

In applications such as speech communications, that require the digital output of the digital signal processor to
be given to the user in analog form, another interface from digital domain to analog domain is required. This
interface is called the Digital — to — Analog Converter (DAC).

In applications like radar signal processing, the information extracted from the radar signal, such as the position
of the aircraft and its speed are required in digital format. So, there is no need for a DAC in this case.

Block Diagram Representation of Digital Signal Processing
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1. Adigital programmable system allows flexibility in reconfiguring the digital signal processing
operations simply by changing the program.

Reconfiguration of an analog system usually implies a redesign of the hardware followed by testing and
verification.

2. Tolerances in analog circuit components and power supply make it extremely difficult to control the
accuracy of analog signal processor.

A digital signal processor provides better control of accuracy requirements in terms of word length,
floating — point versus fixed — point arithmetic, and similar factors.

3. Digital signals are easily stored on magnetic tapes and disks without deterioration or loss of signal
fidelity beyond that introduced in A/D conversion. So the signals become transportable and can be
processed offline.

4. Digital signal processing is cheaper than its analog counterpart.

Digital circuits are amenable for full integration. This is not possible for analog circuits because

inductances of respectable value (uH or mH) require large space to generate flux.

6. The same digital signal processor can be used to perform two operations by time multiplexing, since
digital signals are defined only at finite number of time instants.
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Different parts of digital signal processor can work at different sampling rates.

8. Itis verydifficult to perform precise mathematical operations on signals in
analog form but theseoperations can be routinely implemented on a digital
computer using software.

9. Several filters need several boards in analog signal processing, whereas in

digital signal processing,same DSP processor is used for many filters.

Disadvan f Digital Signal Pr ing over Anal ignal Pr in
1. Digital signal processors have increased complexity.
2. Signals having extremely wide bandwidths require fast — sampling — rate ADCs.
Hence the frequencyrange of operation of DSPs is limited by the speed of ADC.
3. Inanalog signal processor, passive elements are used, which dissipate very less power.
In digital signal processor, active elements like transistors are used, which dissipate
more power.

The above are some of the advantages and disadvantages of digital signal processing over
analog signalprocessing.

Discrete — time signals

A discrete time signal is a function of an independent variable that is an integer, and is
represented by x [ n] ,where n represents the sample number (and not the time at which
the sample occurs).

A discrete time signal is not defined at instants between two successive samples, or in
other words, for non —integer values of n. (But, it is not zero, if n is not an integer).

Continuous- time signal:
The signals that are defined for every instant of time are known as continuous time signals. They are
denoted by x(t).

Diqital signal:

The signals that are discrete in time and quantized in amplitude are digital signals.

Continuous valued versus Discrete valued signals:

» The values of a continuous time or discrete time signal can be continuous or discrete. If signal
takes on all possible values on a finite or an infinite range , it is said to be a continuous valued
signal.

> Alternatively, if signal takes on values from a finite set of possible values , it is said to be a
discrete valued signal.

Multichannel and Multidimensional Signals:

> In some application signals are generated by multiple sources or multiple sensors. Such signals, in
turn can be represented in vector form.

» Example, Earthquake : The acceleration is the result of three basic types of elastic waves. The
primary (P) waves and the secondary (s) waves propagates within the body of rock and are
longitudinal and transversal respectively. The third type of elastic waves is called the surface
wave, because it propagates near the ground surface. Such a vector of signals is called



Multichannel signal.

> If the signal is a function of a single independent variable , the signal is called a one dimensional
signal. On the other hand , a signal is called multidimensional / M- dimensional if its value is a
function of M independent variables. E.g Video signal

Concept of Frequency in Continuous time and discrete time signals:

» For design of a radio receiver , a high fidelity system or a spectral filter for color photography.

» From physics we know that the frequency is closely related to a specific type of periodic motion
called harmonic oscillation, which is described by sinusoidal functions. The concept of frequency
is directly related to concept of time. It has the dimension of inverse time. Thus we should except
the nature of time (continuous or discrete) would affect the nature of the frequency accordingly.

Continuous —Time Sinusoidal Signals:

A simple harmonic oscillation is mathematically described by the following continuous time sinusoidal
signal;

Xa(t)=Acos (Qt+@) —oo<t<+oo

The signal is completely characterized by three parameters: “ A” is the amplitude of the sinusoid ,

”Q ” is the frequency in radians per second(rad/s), @ is the phase in radians. Instead of Q' , we often
use the frequency F in cycles per second or hertz(Hz), where

Q=2nF
Discrete time Sinusoidal Signals :

A discrete time sinusoidal sighal may be expressed as

X(n)=Acos(wn+ @)
“W” is the frequency in radians per sample
If instead of “w” we use the frequency variable “ £ defined by

W=2rf where f has dimensions of cycles per sample.

Analoqg to Digital Conversion:

Three steps involved in conversion of analog signal to digital signal

e Sampling
e Quantization

e Encoding



Quantized signal

PCM encoder
> Digital data
Analog signal

PAM signal

Fig. 2 Conversion of Analog Signal to Digital Signal

A) Sampling of analog signal:
= Process of converting analog signal into discrete signal.
s Sampling is common in all pulse modulation techniques

¢ The signal is sampled at regular intervals such that each sample is proportional to
amplitude of signal at that instant

e Analog signal is sampled every T Secs, called sampling interval. fs=1/Tsis called
sampling rate or sampling frequency.

e fs=2fmis Min. sampling rate called Nyquist rate. Sampled spectrum (w) is repeating
periodically without overlapping.

¢ QOriginal spectrum is centered at w=0 and having bandwidth of wm. Spectrum can be
recovered by passing through low pass filter with cut-off wm.

e For f«<2fmsampled spectrum will overlap and cannot be recovered back. This is
called aliasing.



Sampling methods:

* |deal — An impulse at each sampling instant.
* Natural — A pulse of Short width with varying amplitude.
* Flat Top — Uses sample and hold, like natural but with single amplitude value.

Amplitude Amplitude
A

a, |deal sampling b. Matural sampling

c. Flat-top sampling
Statement of sampling theorem

1) A band limited signal of finite energy, which has no frequency components
higher than W Hertz, is completely described by specifying the values of the

sigulatimtamoftbnupmudbyzlwmm

2) A band limited signal of finite energy, which has no frequency components
higher than W Hertz, may be completely recovered from the knowledge of its
samples taken at the rate of 2W samples per second.

The first part of above statement tells about sampling of the signal and second
part tells about reconstruction of the signal. Above statement can be combined and
stated alternately as follows :

A continuous time signal can be completely represented in its samples and recovered back
if the sampling frequency is twice of the highest frequency content of the signal. i.e.,
f 2 2W
Here f; is the sampling frequency and
W is the higher frequency content
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Fig. 6  Spectrum of original signal and sampled signal

Quantization:

Quantization is representing the sampled values of the amplitude by a finite set of
levels, which means converting a continuous-amplitude sample into a discrete-time
signal
Both sampling and quantization result in the loss of information.
The quality of a Quantizer output depends upon the number of quantization levels
used.
The discrete amplitudes of the quantized output are called as representation levels
or reconstruction levels.
The spacing between the two adjacent representation levels is called a quantum or
step-size.
There are two types of Quantization

o Uniform Quantization

o  Non-uniform Quantization.
The type of quantization in which the quantization levels are uniformly spaced is
termed as a Uniform Quantization.

The type of quantization in which the gquantization levels are unequal and mostly the
relation between them is logarithmic, is termed as a Non-uniform Quantization.



Uniform Quantization:

* There are two types of uniform quantization.
— Mid-Rise type
— Mid-Tread type.
* The following figures represent the two types of uniform quantization.
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Fig 1 : Mid-Rise type Uniform Quantization Fig 2 : Mid-Tread type Uniform Quantization

* The Mid-Rise type is so called because the origin lies in the middle of a raising part of
the stair-case like graph. The quantization levels in this type are even in number.

* The Mid-tread type is so called because the origin lies in the middle of a tread of the
stair-case like graph. The quantization levels in this type are odd in number.

* Both the mid-rise and mid-tread type of uniform quantizer is symmetric about the
origin.

Coding of Quantized Samples(Encoding):

» The coding process in an A/D converter assigns a unique binary number to each quantization
level. If we have L levels we need at least L different binary numbers .

> With a word length of “b” bits we can create 2° different binary numbers

A\

Hence we have 2°>= L or equivalently b>= log,L.

» For example if we have 16 quantized voltage level then we need at least 4 bits to encode each
quantized voltage level with a unique binary code

Digital to Analog Conversion :
» To convert a Digital signal into an Analog signal we can use a Digital to analog converter(D/A)

» For a practical view point the simplest D/A converter is the zero order hold circuit which simply
holds constant value of one sample until the next one is received.

» Some practical example of Digital to analog converter circuit is R-2R ladder and weighted
resistor D/A converter.



Analysis of Digital Signals and Systems Vs Discrete Time Signals and
Systems:

We have seen that a digital signal is defined as a function of an integer independent variable and its
values are taken from a finite set of possible values. The usefulness of such signals is a consequence of
the possibilities offered by digital computers. Computers operate on numbers which are represented by a
string of 0’s and 1’s. The length of this string(word length) is fixed and finite and usually is 8, 16, 32 bits
.The effects of finite word length in computations cause complications in the analysis of digital signal
processing systems. To avoid these complications we neglect the quantized nature of digital signals and
systems in much of our analysis and consider then as discrete- time signals and systems.
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Representation of Discrete time signals:

There are different types of representation for discrete time signals. They are
1) Graphical representation

2) Functional representation

3) Tabular representation

4) Sequence representation

Graphical representation : Let us consider a signal x(n) with values x(-1)=1; x(0)=2; x(1)=2; x(2)=0.5 and
X(3)=1.5 .This discrete time signal can be represented graphically as shown

Functional Representation :

The discrete time signal shown in fig 1.3 can be represented as below

Tabular representation :

The discrete time signal can also be represented as

n -1 0 1 2 3

X(n) 1 2 2 0.5 1.5

Sequence Representation:

A finite duration sequence with time origin(n=0) indicated by the symbol 1 is represented as

X(n)={1, 2, 2,05,1.5}
T




Elementary Discrete- time signals

Unit step sequence: The unit step sequence is defined as
u(n)=1forn=0
=0forn<0

The graphical representation of u(n) as shown

Unit Ramp Sequence :

The unit ramp sequence is defined as
r(n)=n for n=0
=0forn<0

The graphical representation of r(n) is shown

A
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Unit impulse sequence:

The unit impulse sequence is defined as

6[n]=1forn=0
=0forn#0

The graphical representation of 6§ [ n ] is shown
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The unit impulse function has the following properties
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Exponential Sequence:

Itis defined as x(n) =a"forall n
Case 1: If ais real x[n] is real exponential

For a>1
x[n]
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-1<=a<0
x[n]

a<-1
x[n]
A
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Case 2: If “a” is complex valued then a can be expressed as a = rei®, so that x[n] can be represented

as [n] = rnein®

= [cos n6 + j sin no]



So.x [ n]is represented graphically by plotting the real part and imaginary parts separately as functions ofn,
which are

xi[n] =" sin nf
Ifr= 1, the above two functions are damped cosine and sine functions, whose amplitude is a decaying
exponential.
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Ifr=1, then both the functions have fixed amplitude of unity

th_lm[_lHltlmrlllh_

Ifr> 1. then thev are cosine and sine functions respectivelv, with exponentially growing amplitudes.

Altemativelv, x[.n ] can be represented by the amplitude and phase EuHctions:
Amplitude function, A[n] = |x[n]| ="

Phase function. @[n] = £x[n] = n#



For example, forr < 1, the amplitude function would be

®[n]
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And the phase function would be
5

=b

Although the phase function @[n] = nf is a linear function of n, it is defined only over an interval of 2x (since
it is an angle)i.e., over an interval —m=0<m or O=0<1m.

Classification of Discrete time signal:

1. Energy Signals and Power Signals

The energy of a signal x[n] is defined as

E=3% |x[n]l?

Ifthis energy is finite ie., 0 <E < oo, then x[n] is called an Energy Signal

Forsignals having infinite energy, the average power can be calculated, which is defined as
N

P =lim ' X Ix[qn]?

prerere

@ Now2N +1
1 n=—N

or,Per=1lm __ En, where
N-m 2N+ 1

En=signal energy of x[n] over the finite interval -N<n <N, ie

E=lim En
N—=w

* TForsignals with finite energy i.e., for Energy Signals, Eis finite, thusresulting in zero average power.



e Signals with infinite energy mav have finite or infinite average power. If the average power is finite and
nonzero, such signals are called Power Signals.

*+ Signals with finite power have infinite energy.

If both energy E as well as average power, Pave ofa signal are infinite, then the signal is neither anenergy signal nor a
power signal.
Periodic signals have infinite energy. Their average poweris equal to its average power over one period.
A signal cannot both be an energy signal and a power signal.
All practical signals are energy signals.

2. Periodic and aperiodic signals
A signal x[n] is periodic with period N if and only if
x[n+N]=x[n]¥n
The smallest N for which the above relation holds is called the fundamental period.
If no finite value of N satisfies the above relation, the signal is said to be aperiedic or non — periodic.
The sum of M periodic Discrete — time sequences with periods N1, N2, ... Nug, is always periodic with
period N where

N=LCM ( N1,N2,........N|v| )

3. Even and Odd Signals
A real — valued discrete — time signal is called an Even Signal if it is identical with its reflection about

the origin 1.e., it must be symmetrical about the vertical axis.
x[n] = x[-n] ¥n

A real —valued discrete — time signal is called an Odd Signal if it is anti symmetrical about the vertical axis.
x[n] = —x[—n] ¥n

From the above relation, it can be inferred that an odd signal must be zero at time origin, n=10.

Every signal x[n] can be expressed as the sum ofits even and odd components.
x|n] = xelnl| + xo[n]

Where
xin)| + x[—n
= 20 )
_ x[n] — x[-n]
xo[n] = E-—

* Product of even and odd sequences results in an odd sequence.
* Product of two odd sequences results in an even sequence.
* Product of two even sequences results in an even sequence.

4. Conjugate Svmmetric and Conjugate Anti svmmetric sequences
A complex discrete —time signal is conjugate — symmetric if
x[n] = x*[—n] ¥n
And conjugate — anti symmetric if
x[n] = —x*[—n] ¥n

Anv complex signal can be expressed as the sum of comjugate — svmmetric and conjugate —anti svmmetric parts
x[n] = xes[n] + xca[n]
Where
x[n] + x*[—n]
Xeg| | & — — —

2
And

Xea|T] = M



5. Bounded and Unbounded sequences
A discrete —time sequence x[n] is said to be bounded if each ofits samples is of finite magnitude i.e.,
|x[n]] = Mx< 0 ¥n

For example,

The unit step sequence u[n] is a bounded sequence,
hut the seanence nulnl is an unhounded seauence

Discrete — Time Systems
A system accepts an input such as voltage, displacement, etc. and produces an output in response to this input A system can be
viewed as a process that results in transforming input signals into output signals.

Qe et

Discrete - Time Input Signal, Discrete - Time Discrete - Time Output signal,
x[n] System v[n]

A discrete — time system can be represented as
x[n] = y[n]
or, [yIn]= T {x[n]}

Classification of Discrete time systems

Discrete time system are classified according to their general properties and characteristics. They are
1. Static and Dynamic systems

2. Causal and Non causal systems

3. Linear and Non-linear systems

4. Time invariant and Time variant systems

5. FIR and IIR systems

6. Stable and Unstable system

1. Static and Dynamic systems

» Adiscrete time system is called static or memory less if its output at any instant “n” depends on
the input samples at the same time , but not on the past or future samples of the input.
» In any other case the system is said to be dynamic or to have memory.

The system described by the following equations
y(n)=ax(n)
y(n)=ax*(n)
are static.
On the other hand , the systems described by the following euations
y(n)=x(n-1) + x(n-2)

y(n)=x(n+1) + x(n)



are dynamic systems.

2. Causal and Non causal Systems

» Asystem is said to be causal if the output of the system at any instant of time “n” depends only
at present and past inputs, but does not depend on future inputs. This can be represented
mathematically as

y(n)=F[x(n), x(n-1),x(n-2)........]

> If the output of a system depends on future inputs, the system is said to be non causal or
anticipatory.

Example
y(n)=x(n) + x(n-1) causal system
y(n)=x(2n) Non causal system

» Itis not possible to build a practical system that responds to future inputs .Hence a non causal
system is physically unrealizable.

Linear and Non linear Systems

» A system that satisfies the superposition principles is said to be a linear system. Superposition
principle states that the response of the system to a weighted sum of signals should be equal to
the corresponding weighted sum of the outputs of the system to each of the individual signals.

» Asystem is linear if and only if
T[aixa(n) + @a2x2(n)] = a1T [xa(n)] + a2T[x2(n)]
For any arbitary constant a; and a;

» A system that does not satisfy the superposition principle is called non linear.

Time variant and Time invariant systems

A system is said to be time- invariant or shift invariant if the characteristics of the system do not change
with time. For a time invariant system if y(n) is the response of the system to the input x(n), then the
response of a system to the input x(n-k) is y(n-k). That is if the input sequence is shifted by “k” samples
the generated output sequence is the original sequence shifted by “k” samples.

To test if any given system is time invariant, first apply an arbitrary sequence x(n) and find y(n). Now
delay the input sequence by “k” samples and find output sequence

y(n,k) =T[x(n-k)]
Delay the output sequence by “k” samples , denote it as y(n-k) , if

y(n,k) = y(n-k) for all possible value of k, the system is time invariant.



On the other hand if the output y(n,k)zy(n-k) even for one vale of k, the system is time variant.

FIR and IIR system

FIR system: If the impulse response of the system is of finite duration, then the system is called a

Finite Impulse Response.
An example of FIR system is
h(n)={ 1 for n=-1,2
0, otherwise

lIR system: An infinite impulse response (IIR) system has an impulse response for infinite duration.
An example for an IR system is

h(n)=a" u(n)

Stable and Unstable systems:

A stable system is one in which, a bounded input results in a response that doesnot diverge. Then the
system is said to be BIBOQ stable.
Fora system, if the mput is bounded g,
if x[n]l £ Mx< o Wn
Andif the comresponding output s also bounded i.e.
y[n)l €My <o ¥n
Then the system is said to be BIBO stable.




Properties of Unit Impulse Sequence
Multiplication property

When a sequence x[n] is multiplied by a unit impulse located at ki e, d[n-k], picks out a single value/sample of
x[n] at the location of the impulse ie , x[k].

x[n]8[n — k] = x[k]&[n — k]
= impulse with strength x[k|located atn =k

Sifting property
The impulse function §[n-k] “sifts” through the function x[n] and pulls out the value x[k]

Z x[n]é[n — k] = x[k]

Signal decomposition

Anv arbitrary sequence x[n] can be expressed as a weighted sum of shifted impulses.

a0

x[n] =3 x[k] 6[n — k]

k=—wm
| .

Impulse response

Impulse response of a discrete — time system is defined as the output/response ofthe svstem to unit impulse
input and is represented by h[n].

Discrete - Time unit impulse, Discrete - Time impulse response, h[a]
o[n] System e :

x[n] = y[n]

8[n] — h[n]
[fthe DT svstem satisfies the property of time — invariance, then,
d[n— k] = hfn — k]
In addition to being time — invariant, if the system also satisfies linearity (homogeneity and additivity). then,

Homogeneity:



Homogeneity:

x[k]8[n — k] = x[k]h[n — k]

Additivity:

2 8n—k]l—= 2 hln—k]

Combining the above two properties, a Linear Time — Invariant (LTT) System can be described by the input —
output relation by

Y x[k]6[n — k] = ¥ x[k]h[n — k]
The Left hand side is theinput x[n] expressed as a weighted sum of shifted impulses (from signal

decomposition property of impulse function). So, the right hand side must be the output v[n] of the DT svstem
inresponse to input x[n].

Interconnection of Discrete time system

1. Parallel connection of systems

Consider two LTI systems with impulse response hi(n) and h;(n) connected in parallel as shown

x[n] —»| hunl+haln] L yn]

]
5
T

“3—- v[n]
Y

If two systems are connected | parallel, then the overall impulse response is equal to sum of two
impulse response.

2. Cascade connection of two systems

Consider two LTI systems with impulse responses hi(n) and hx(n) connected in cascade as shown

x[n] — hy[n] haln] | ¥]1=xMm] —— hy[n]*h:zln] y[n]

¥

The impulse response of of two LTI system connected in cascade is the convolution of the individual
impulse responses.



Response of LTI system to arbitrary inputs using convolution sum

The input signal x(n) is the system excitation , and y(n) is the system response

Thus the output of a Linear Time — Invariant (LTT) system can be expressed as

y[n] = X x[k]h[n — k]

k=—w

or, y[n] = x[n] * h[n]

The above relation 15 called Convolution Sum.

, LTI System, Quiput.
input. x[n] - h[n] - y[n] =x[n] * h[n]

So, the impulse response h[n] of an LTI DT system completely characterizes the system i.e. a knowledge of
h[n]is sufficient to obtain the response of an LTI system to anv arbitrary input x[n].

Convolution and interconnection of LTI system properties

1. Commutative Propertv

x[n] —* Ml = xm]*h@n] = hn]— x[n] |—»hn]* x[n]

2. Associative Property

x[n] = {hi[n] = hzo[n]} = {x[n] * hi[n]} * hz[n]

x[n] — ha[n] »| hn |, vIn]=x[n] — hunl*hzln] y[n]

From this property it can be inferred that. a cascade combination of LTI systems can be replaced by a
single system whose impulse response is the convolution of the individual impulse responses.



3. Distributive Property

x[n] * {hi[n] + ha[n]} = {x[n] = hi[n]} + {x[n] * h2[n]}

x[n]

x[n] —| H[nl+hzn] | yfn]

P

> b

From this property, it can be inferred that, a parallel combination of LTI systems can be replaced by a
single system whose impulse response is the sum of individual responses.

Study system with finite duration and infinite duration impulse response

Memory

Foran LTT svstem to be memorvless, the impulse response must be zero for nonzero sample positions.
h[n]=0forn= 0
h[n] = k & [n] where k = constant
Causalitv

Foran LTI system to be causal, its impulse response must be zero for negative time instants.
hln]=0forn< 0

So, for a causal LTI system the output (from the convolution sum equation) can be expressed as

ylnl = X hlkdx[n — k]
or,y[n] = X x[klh[n — k]

ke=—mn



Stabilitv

AnLTI system is BIBO stable if its impulse response is absolutely summable.

¥ |h[k]l ==

Invertibility

An LTI system with impulse response h[n] is invertible if we can design another LTI system with

impulse response hi[n] such that

h[n] = hi[n] = & [n]

Study systems with finite duration and infinite duration impulse
response.

Finite impulse Response(FIR):

If the impulse response of the system is of finite duration, then the system is called a Finite Impulse
Response. An example of a FIR system is

h(n)={1 for n=-1,2
2 for n=1

0 otherwise }

Infinite Impulse Response(lIR):

An Infinite Impulse Response (IIR) system has an impulse response for infinite duration. An example of
an IR system is

h(n)=a"u(n)






UNIT 3 = Z-Transform



Discrete Time Fourier Transform(DTFT) exists for energy and power signals. Z-transform
also exists for neither energy nor Power (NENP) type signal, up to a certain extent only.
The replacement Z = e/* is used for Z-transform to DTFT conversion only for absolutely
summable signal.

So, the Z-transform of the discrete time signal x(n) in a power series can be written as-

oo

X(z) = Z x(n)z™™

The above equation represents a two-sided Z-transform equation.

Generally, when a signal is Z-transformed, it can be represented as-
X(Z) = Z[x(n)]

Or x(n) « X(Z)

If it is a continuous time signal, then Z-transforms are not needed because Laplace
transformations are used. However, Discrete time signals can be analyzed through Z-
transforms only .|

Region of Convergence:

Region of Convergence is the range of complex variable Z in the Z-plane. The Z- transformation of the
signal is finite or convergent. So, ROC represents those set of values of Z, for which X(Z) has a finite
value.

Properties of ROC

. ROC does not include any pole.
For right-sided signal, ROC will be outside the circle in Z-plane.
For left sided signal, ROC will be inside the circle in Z-plane.

For stability, ROC includes unit circle in Z-plane.

i AN

For Both sided signal, ROC is a ring in Z-plane.

6. For finite-duration signal, ROC is entire Z-plane.
The Z-transform is uniquely characterized by:
1. Expression of X(Z)

2. ROC of X(2)



Signals and their ROC

x(n) X(Z) ROC
& (n) 1 Entire Z plane
U(n) 1/(1-27Y) Mod(Z)>1
a"u(n) 1/(1-az™%) Mod(z)>Mod(a)
—a™u(—n—1) 1/(1-az™h) Mod(z)<Mod(a)
na™u(n) aZz ty(1—azi™h)? Mod(z)>Mod(a)
—na™u(—n—1) aZ /(1 —az™1)? Mod(z)<Mod(a)
U(n)cos wn (2% — ZCosw) [(Z* — 2ZCosw Mod(z)>1

+1)

U(n)sinwn (Zsinw)/(Z% — 2ZCosw + 1) Mod(Z)=1

3.1.1 Direct Z-transform
Let us find the Z-transform and the ROC of a signal given as x(n) = {7,3,4,9,5}, where origin
of the series is at 3.

Solution: Applying the formula we have:

oo

X(z) = Z x(n)Z™"

n=—se
=a=—1%(n)Z7"

=x(—1)Z +x(0) + x(1)z27' + x(2)272 + x(3)Z2 3
=7Z+3+4Z71+9272 45273

ROC is the entire Z-plane excluding 7 = 0, o, -0

Properties of Z-Transform:




In this chapter, we will understand the basic properties of Z-transforms.

Linearity

It states that when two or more individual discrete signals are multiplied by constants,
their respective Z-transforms will also be multiplied by the same constants.

Mathematically,
alx1(n) + a2x2(n) = alX1(z) + a2X2(z)

Proof: We know that,

oo

X(Z) = Z x(n)Z~"

n=—oo

Yo _(alxl(n) + a2x2(n))Z "

al¥>__ xl(n)Z " +a2¥__x2(n)Z™"

n=—oo

alX1(z) + a2X2(z) (Hence Proved)

Here, the ROC is ROC1 [ ROC2 .

Time Shifting

Time shifting property depicts how the change in the time domain in the discrete signal
will affect the Z-domain, which can be written as;

x(n —n0) & X(2)Z™
Or x(n—1) & Z7X(2)
Proof:
Let  y(p) =x(p-k)
Y(z) =Ep==¥(@)Z7"
= Ype—w(x(p —KNZ7F
Let s=p-k
=¥ x(5)27H
= Ye-wx(s)z7 27
=L [EE-wnx(m)Z™]
=77%X(Z) (Hence Proved)

Here, ROC can be written as Z=0 (p>0) or Z=o(p<0)



Example:

U(n) and U(n-1) can be plotted as follows

324 w012 3

u(n)

-1?123
| $44

-3&

U(n-1)

@

Z-transformation of U{n) cab be written as;

i [wmlz—" =1

n=—oo

Z-transformation of U(n-1) can be written as;

Z [Wn-1z"= 21

n=—om

So here x(n —n0) = Z7"°X(Z)

Time Scaling

(Hence Proved)

Time Scaling property tells us, what will be the Z-domain of the signal when the time is
scaled in its discrete form, which can be written as;

a"x(n) < X(a1z)
Proof:
Let y(p) =a"x(p)
Y(p) =Xi-.y@z®
=Xp=—=atx(p)z?
=Ygz x(p) [a7*2] P
=X(a1Z) (Hence proved)

ROC: =Mod(arl) < Mod(Z) < Mod(ar2) where Mod = Modulus



Example
Let us determine the Z-transformation of x(n) = a"ceswn using Time scaling property.
Solution:

We already know that the Z-transformation of the signal Cos(wn) is given by:

z (Coswn)Z ™ =(Z% — ZCosw) /(2% — 2ZCosw + 1)

n=—oo

MNow, applying Time scaling property, the Z-transformation of a"coswn can be written as;

Z (a"coswn)Z ™ = X(a 12)

= [(a™*2)? — (a™'ZCoswn)]/((a1Z)® — 2(a 1ZCoswn) + 1)
=Z(Z — aCosw)/(Z? — 2azCosw + a®)
Successive Differentiation
Successive Differentiation property shows that Z-transform will take place when we

differentiate the discrete signal in time domain, with respect to time. This is shown as
below.

dx(n) 1
= (1-z7H)x(2)
Proof:
i . dx(n)
Consider the LHS of the equation: Tan
T
_[x(n)—x(n—1)]
[n—(n-1]]

=x(n) — X(n—1)
=x(z) — Z71x(z)
=(1 -z Hx(2) (Hence Proved)

ROC: Ri< Mod (Z) <R2



Example

Let us find the Z-transform of a signal given by x(n) = n*u(n)
By property we can write

dz

a2
d=s

=Z/((z— 1)

=y (let)
Now, Z[n.y] can be found out by again applying the property,

d
Z(n.y) = —E’—y
dz

_ a1
dZ

=Z(Z+ 1)/(Z - 1)*
Convolution

This depicts the change in Z-domain of the system when a convolution takes place in the
discrete signal form, which can be written as-

x1(n) * x2(n) & X1(z). X2(z)
Proof:
X(2) =B ex(m)Z™"
=En=-w[Ei=—e x1(k)x2(n — k)] 277
=ik ¥1(K) (B 22(n — k)Z77]
=S 1K) [ x2(n = )Z7" 27
Let n-k = |, then the above equation cab be written as:
X(2) =TR .rl()Z*ER . 22027
=¥ L x1(k)x2(2)z7"
=X2(2)¥m_.x1(z)Z7*
=X1(z).X2(z) (Hence proved)
ROC: ROCNRoOC2



Example

Let us find the convolution given by two signals
x1i(n)={ 3,-2,2} ..[eg. 1)
x2(n)={2,0€n<4 and 0 elsewhere} ..(eq. 2)

Z-transformation of the first equation can be written as;

oo

Z x1(n)z™™

n=—oo
=3-2z71+2272

Z-transformation of the second signal can be written as;

oo

Z x2(n)z™ "

n=—>00

=24+2Z 4272242273 4227%
So, the convolution of the above two signals is given by:
X(z)=[x1(z)*x2(z)]
=[3-2z'+22%x[2+227 ' +22% + 2277 +227Y]
=6+ 2Z 1+ 6Z T+ 627 4 e

Taking the inverse Z-transformation we get,

x(n) = {6,2,6,6,6,0,4}

Initial Value Theorem

If x(n) is a causal sequence, which has its Z-transformation as X(z), then the initial value
theorem can be written as;

X(n) (at n=0)= lim X(z)
zem

Proof: We know that,

X(Z) = 5y x(n)Z ™
Expanding the above series, we get;

=X(0)2Z°+ XDz +X(2)Z27% + -

=X(0) X1+ X(1)Z 1+ X(2)Z 2+ ...
In the above case if z— « then Z7™ — 0 (Because n>0)
Therefore, we can say;

lim X(z) = X(0) (Hence Proved)



Final Value Theorem

Final Value Theorem states that if the Z-transform of a signal is represented as X(Z) and
the poles are all inside the circle, then its final value is denoted as x(n) or X(e) and can
be written as-

X(e0) = lim ¥(n) = lm[X(z)(1 - Z7*)]

Conditions:

1. It is applicable only for causal systems.
2. X(z)(1—z™Y) should have poles inside the unit circle in Z-plane.

Example

Let us find the Initial and Final value of x(n) whose signal is given by
X@Z)=2+3z2""+4z"
Solution: Let us first, find the initial value of the signal by applying the theorem
x(0) = lim X(2)
=lim[2 + 3271+ 4277
=2+(2)+ =2
Now let us find the Final value of signal applying the theorem
x(e0) = Jim [(1 - Z79)X(2)]
=;i3;[{1 —ZY2+32 +427Y)
=lim[2+Z7" + 277 —427]
=2+1+1-4 =10
Differentiation in Frequency

It gives the change in Z-domain of the signal, when its discrete signal is differentiated with
respect to time.

nx(n) & -2 ax(=)
dz

Its ROC can be written as;

r2 < Med(Z) <rl

Example:

Let us find the value of x(n) through Differentiation in frequency, whose discrete signal in
Z-domain is given by x(n) & X(Z) =log(1 + aZ™%)

By property, we can write that



dx(z)
dz

nx(n) & —2Z

2=

=(aZ"YH/(L+aZ™1)

=1—-1/(1+aZ™h)
nx(n) = &(n) — (—a)"u(n)
=> x(n) = 1/n[8(n) — (—a)"u(n)]

Multiplication in Time

It gives the change in Z-domain of the signal when multiplication takes place at discrete
signal level.

1
x1(n). x2(n) © (ﬁ) [X1(z) * X2(2)]

Conjugation in Time

This depicts the representation of conjugated discrete signal in Z-domain.
X*(n) © X*(2%)

Example 1

Let us try to find out the Z-transform of the signal, which is given as
x(n) = —(—0.5)""u(—n) + 3"u(n)
=—(=2)"u(n) + 3"u(n)

Solution: Here, for —(—2)"u(n) the ROC is Left sided and Z<2

For 3"u(n) ROC is right sided and Z>3

Hence, here Z-transform of the signal will not exist because there is no common region.

Example 2
Let us try to find out the Z-transform of the signal given by
x(n) = —2"u(—n—1) + (0.5)"u(n)
Solution: Here, for —2"u(—n — 1) ROC of the signal is Left sided and Z<2
For signal (0.5)"u(n) ROC is right sided and Z>0.5
So, the common ROC being formed as 0.5<Z<2

Therefore, Z-transform can be written as:



1 1
X(2) = {1 - 22—1} a0 ®

Example 3

Let us try to find out the Z-transform of the signal, which is given as x(n) = 2"™
Solution: r(n) is the ramp signal. So the signal can be written as;

x(n)= 2™ { 1, n<0 (u(n)=0) and 2" , n20 (u(n)=1)}

=u(—n—1) + 2"u(n)
Here, for the signal u(—n — 1) and ROC Z<1 and for 2"u(n) with ROC is Z>2.

So, Z-transformation of the signal will not exist.

Rational Z-transform. :

Poles & Zeros:
Most useful z-transforms can be expressed in the form

where P(z) and Q(z) are polvnomials in z. The values of z for which
P(z) = 0 are called the zeros of X(z). and the values with Q(z) = 0 are
called the poles. The zeros and poles completely specify X (z) to within a
multiplicative constant.

Example: right-sided exponential sequence
Consider the signal x[n] = a™u/[n]. This has the z-transform

X(z) = Z auln]z™" = Z(az_i)".
n=—o0 n=>0
Convergence requires that
o0
Z laz7 " < oo,
n=0

which is only the case if [az~!| < 1. or equivalently |z| > |a|. In the ROC. the



Series ¢ ONverges to

e 1 -
X(z) = Z(az_l]" = = . |z| = |al.
n=0

]l —az1 z—a

since it 1s just a geometric series. The z-transform has a region of convergence
for any finite value of a.

z—plane Im

unit circle

Re




The Fourier transform of x [#] only exists if the ROC includes the unit circle,
which requires that |a| < 1. On the other hand., if |a@| > 1 then the ROC does
not include the unit circle, and the Fourier transform does not exist. This 1s
consistent with the fact that for these values of a the sequence a”u[n] 1s
exponentially growing, and the sum therefore does not converge.

Example: left-sided exponential sequence
Now consider the sequence x[n] = —a™u[—n — 1]. This sequence 1s left-sided
because it 1s nonzero only for n < —1. The z-transform 1s

oo

-1
X(z) = Z —a”u[—n—lfg_”:_ Z a'z ™"

H=—0D00 H=—02C

o o2
= — Za_"z” =1- Z(a_lz)".
n=1 n=0

For |a—'z| < 1.or |z| < |a|. the series converges to

1 1 z
Xiz)=1- = = z .
@ l—alz 1—az7! z—a’ 21 < lal
z—plane Im

unit circle




Pole location & Time domain behavior for causal Signal:
Causal system can be defined as h(n) = 0,n < 0. For causal system, ROC will be outside the

circle in Z-plane.

H(zZ) = Z h(n)Z™

n=0
Expanding the above equation,
HZ) =h(0)+h(DZr+h(2)Z72+ ...
=N(Z)/D(Z)

For causal systems, expansion of Transfer Function does not include positive powers of Z.
For causal system, order of numerator cannot exceed order of denominator. This can be

written as-
lim H(z) = h(0) = 0 or Finite
Z—»00

For stability of causal system, poles of Transfer function should be inside the unit circle in
Z-plane.

Inverse Z-Transform

If we want to analyze a system, which is already represented in frequency domain, as
discrete time signal then we go for Inverse Z-transformation.

Mathematically, it can be represented as;
x(n) =Z71%(2)
where x(n) is the signal in time domain and X(Z) is the signal in frequency domain.

If we want to represent the above equation in integral format then we can write it as
1
e - - -1
x(n) (_an}j[;X{Z)Z dz

Here, the integral is over a closed path C. This path is within the ROC of the x(z) and it
does contain the origin.

Methods to Find Inverse Z-Transform

When the analysis is needed in discrete format, we convert the frequency domain signal
back into discrete format through inverse Z-transformation. We follow the following four
ways to determine the inverse Z-transformation.

1. Long Division Method
2. Partial Fraction expansion method
3. Residue or Contour integral method



Long Division Method

In this method, the Z-transform of the signal x (z) can be represented as the ratio of
polynomial as shown below;

x(z) = N(Z)/D(Z)

Now, if we go on dividing the numerator by denominator, then we will get a series as
shown below

X(2) =x(0) + x(1)Z72 + x(2)Z72 4 e v

The above sequence represents the series of inverse Z-transform of the given signal (for
nz0) and the above system is causal.

However for n<0 the series can be written as;

2(z) =x(—1)Z* + x(—2)Z2 + x(—3)Z% 4+ oo

Partial Fraction Expansion Method

Here also the signal is expressed first in N (z)/D (z) form.

If it is a rational fraction it will be represented as follows;
x(z) = (b0 +b1Z7 1 + 2772 + -vevee e +bmZ ™) /(a0 +alZt +a2Z72 + e e +anZ™)
The above one is improper when m<n and an+0

If the ratio is not proper (i.e. Improper), then we have to convert it to the proper form to
solve it.

Residue or Contour Integral Method

In this method, we obtain inverse Z-transform x(n) by summing residues of [x(z)Z"!] at
all poles. Mathematically, this may be expressed as

x(n) = Z residues of [x(z)Z"1]
all poles X(z)
Here, the residue for any pole of order mat z=p is

m—1

1 d
; _ : _ m n—1
Residue = = ljlél—lfé{dzm‘l {z—-p)"X(z)z" 1}




Example 1

Find the response of the system s(n+2)—3s(n+ 1)+ 2s(n) = 8(n), when all the initial
conditions are zero.

Solution: Taking Z-transform on both the sides of the above equation, we get
S(2)Z2 —35(z)Z 1 +28(z) =1

> S(E){z?-3z2+2}=1

1 1 @y ag
= = = ==
5(2) {Z2-3Z+2} (z-2)(z-1) Z-2 Z-1
1 1
= S@=Z-

Taking the inverse Z-transform of the above equation, we get

Sty =2z~ [z i 2] — i It

— 2?1—1 _ 1?1—]. =—1+ 2]'1—1

Example 2

Find the system function H(z) and unit sample response h(n) of the system whose
difference equation is described as under

1

y(n) =;y(n —1)+2x(n)
where, y(n) and x9n) are the output and input of the system, respectively.

Solution: Taking the Z-transform of the above difference equation, we get

y(@) =32 (@) +2X(2)

=Y(2) [1 - %z—l] = 2X(2)

Y(Z) 2

=H(Z) = X2 - [1 —%Z‘l]

2

This system has a pole at Z =%and Z=0andH(Z) = ==
Hence, taking the inverse Z-transform of the above, we get

h(n) = 2(_%)”1,?(?1)
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